Power for Professionals

When we examined the confidence interval we saw that it told us where the
parameter would lie in repeated sampling. The smaller the margin of error the tighter or
more sensitive the interval. A fixed level o test (two sided) can be carried out with a
confidence interval (see notes). We want our test to detect Hy (null hypothesis) that are
false. This is measured by the probability the test will reject Ho when the alternative (Ha)
is true - the higher the probability the better.

Power - The probability that a fixed level alpha-a significance test will reject Ho when

a particular alternative value of the parameter is true is called the power of the test
against the alternative.

Along with 95% confidence interval, 5% significance tests, 80% power is very popular.
Many granting agencies and industries require the sample size be sufficient to detect
results 80% of the time using a 5% test of significance.

Boost the Power

Say you perform a power calculation (see SPSS notes) and find the power too small, what
can you do to increase it?

Increase alpha-a.. A 10% test will have a greater chance of rejecting the
alternative than a 5% test because the strength of evidence required for rejection
is less.

Increase the sample size. As n increases our standard error decreases (see notes).
Consider an alternative Ha parameter that is further away from the value under Ho.
Values that are close to one another are harder to detect (low power).

Power is important for planning. Using a test with low power makes it unlikely you will
find a significant effect. Suppose the Hyis in fact false, it can be widely believed to be
true if repeated attempts fail because of low power.

Error Types for Decision Making

If we reject Hp (accept Ha) when in fact Ho is true, call this Type I error.

If we accept Ho (reject Ha) when in fact Ha is true, call this Type 11 error.




Truth about Population

Ho true Ha true
Reject H isi
Decision Based J 0 Type | error Correct decision
on Sample —
Accept Ho Correct decision Type Il error

Significance tests with a fixed o give us a way of understanding the above table because
the test either rejects Hy or fails to reject Hy. Failing to reject Ho means deciding Ho is
true. So now we can describe our test using Type | and Type Il error.

Significance and Type | error

The significance level o of any fixed level test is the probability of a Type I error.

Alpha-a is the probability the test will reject Ho when Hg is true.

Power and Type Il error

The power of a fixed level test against a particular alternative is 1 minus the probability
of a Type Il error for that alternative.

Suppose we calculate the power of a test to be .87. The probability of a Type Il error is
1-.87=.13.

Significance Tests

In the research setting Ha is the research hypothesis asserting an effect is present. The
null hypothesis says there is no difference. Low p-values present evidence that Ha is
true. If Hois something that everyone in the profession believes then strong evidence
(small p-value) will be needed to reject it. The level of evidence needed will depend on
the consequences. If rejecting Ho means changes are expensive, strong evidence will be
needed. A .05 test is very common, but there is no dividing line that is absolute, one
must realize that evidence increases as the p-value decreases. Note that when large
samples are present then tiny deviations will be declared significant, they may not be
practically important. Remember; plan to have an adequate sample size to detect an
effect that exists - POWER.



Two Sample t-test Example

Accept Hp Reje'ct Ho

Reject H
+ J 9 K Lb

Critical i =1 Critical u =3
value of x (Hp) value of X (H,)

Probability of Type I error

I Probability of Type Il error
Probability of rejecting Ho: n = 1 when in fact u = 1.

I Probability of accepting Ho when in fact u = 3.



One Way ANOVA

Remember that the power of the test is the probability of rejecting Ho when in fact Ha is
true. We measure power with respect to a specific alternative. We do a power
calculation to make sure the sample sizes are adequate to detect important differences in
means. We may find that the power is low against the alternative and there is little
chance of detecting a difference (significant F). Power helps us interpret results where
Ho was not rejected. Power calculations for the ANOVA are similar to the two sample t-
test since the ANOVA is a generalization of the t-test (see notes).

We have to calculate the probability of rejecting Ho when Ha is true, the probability that
the observed F is greater than F-critical for the test a. We calculate the non-central F
distribution. To do this we calculate a noncentrality parameter (1). If all the means
are equal A=0. The larger the differences in means, the larger A (it tells us how unequal
the means are) and consequently we expect high power. We usually repeat the power
calculation for different sample sizes to find acceptable levels of power (usually .8 or
better).

Summary

In a test of significance we focus on Hpand a single probability (p-value). The purpose is
to measure the evidence against Hy. Calculations of power are made to check the
sensitivity of the test. If we don’t reject Ho we conclude there is not enough evidence
against Ho (not that Ho is true). If the same problem is thought of as a decision that must
be made we focus on both Haand Hy. We focus on both probabilities and errors. We
must choose Hp or Ha and cannot claim there is insufficient evidence. We commonly mix
the reasoning of significance tests and decision rules.

Sample Power Software

When you first open the sample power program you will click on File, then new analysis
and you will see the following screen. Remember that you can always use ‘help’ to guide
you through the analysis (see yellow box) for interactive guide.

Means:

In order to test the power for a 2 sample t-test:
1) Click the Means tab
2) Click the t-test for 2 (independent) groups with common variance (enter means)
3) Click OK.



1 SamplePower - [Procedures] E]|
=R

4. File  Help

Means | Propotion: | Comelstions | ANOYA | Reogression | General |

Cancel

() One zample t-test that mean = 0 Disfault

() One zample t-test that mean = zpecific value

{1 Paired ktest that mean difference = 0

(") Paired k-tezt that difference = specific value

(@ t-test for 2 [independent] aroups with common wariance [Enter means) Ok

(! btest for 2 [independent] groups with cormmon wariance [Enter difference]

t-tezt for 2 [independent] groups with common wanance [Enter meansz]

& researcher will be assigning phobia patients to either a standard
treatment ar an experimental program, and meazuring their anxiety
level after sis weeks.

The researcher elects ta zpecify the effect zize by providing the
expected mean for each of the treatment groups.

Cloze |
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The Following screen will then appear:

4 SamplePower - [t-test for bwo independent samples with common variance]

3. Filz ©Options  Tools  View Help

=lE S W [ v =] a1

# =z B|H w22 2

HEX
=

wWelcome

T hiz interactive guide will lead pou through the steps for computing power
and precizion.

To mowve thiz box uge the title bar above.

To cloze or reactivate thiz panel, select Help from the menu.

Help | et = |

Population Standard H Per Standard 953X 953
Mean Deviation Group Error Lower Upper
Population 1 | ool =] | 1o =] | 10[=]
Population 2 | ool =] | 1.0]
Mean Difference 0.0 1.0 20 0.45 -0.32 0.3z
Alpha= 0.05, Tails= 2 Power [ =
=
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Next, enter the information from our t-test example (taken from Dr. Gebotys’ , Chapter 7, PS 292 notes):
1) Population Mean 1 =415
2) Population Mean 2 =51.4
3) Standard Deviation 1 =17.1
4) Standard Deviation 2 =11.0
5) N per Group 1 =23
6) N per Group 2 =21



1 SamplePower - [t-test for two independent samples with common variance] E]|
=

3. File  Options  Tools  View  Help

= &S| v =

I

#|=| B|H %O 7

[Find M For power of 0% |
Population Standard N Per Standard 95% 95%
Mean Deviation Group Error Lower Upper
Population 1 HEEEREREEN 23 =]
Population 2 I EREEEEN 21 =]
Mean Difference 99 14.5 a4 438 113 1867
Alpha= 0,05, Tais= 2 Pover [ IEEE  ]
x

Welcome

Thiz interactive guide will lead pou through the stepz for computing power
and precizion.

To mowe thiz bow uze the title bar abowve.

To cloze or reactivate this panel, select Help from the menu.

Help | Hext > |
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You will now notice that the blue power bar in the bottom right corner indicates that the power for this example is 60%.

In order to see what number of participants would be required in order to increase the power we have two options. We can click the
binocular icon in the top tool bar in order to see what number of participants we would need to reach a power of 80% (this tells us that
we would need 35 participants in each group). Or, alternatively we can click the graph icon in the top tool bar (the one with bars) in
order to create a chart of the power for our example. We also have the option of clicking the table icon in order to obtain a table of the
power for our example.



Our Table will look like the following:

|l SamplePower - [Table - t-test for two independent samples with common variance]

B

3. File  Modify  Graph  Wiew Help

=)=/
- 3| X

=& 5 =l B <[> 4] ¥]?]
Power and Precizion as a Funchion of Sample S5ize
Two zample test of means
R aw Difference = -39.9 Std Difference = -0.689 ™
Standard 95% 953 Standard 95% 95%
I [1] M [2] Power Error Lower Upper Error Lowaer Upper
10 10 308 E.430 -3.358 23158 447 -234 1.611
15 15 445 5.250 - 72k 20,526 .JBE -.050 1.42¢
20 20 .BE4 4. 548 s 19.023 RERNS 054 1.32:
25 25 .BER 4. 0Bk 1.781 18.0149 283 124 1.25:
a0 a0 B 3712 2512 17.288 258 175 1.20=
35 a5 .a10 3.437 2076 16.724 229 214 1.16:
40 40 860 3.215 2527 16.273 224 245 1.13:
45 45 898 3.0 3,899 15.901 211 271 1.10E
50 50 926 2.875 4213 15 587 ~200 293 1.084
55 55 947 2.742 4 482 15318 19 A2 1.0EE
B0 B0 J9E3 2.625 4717 15.083 183 328 1.04%
E5 E5 974 2.522 4,923 14.877 75 Rek e 1.03E
70 70 R=I5) 2.430 5106 14,694 1649 355 1.02=
75 75 987 2.348 5271 14.5249 163 REIoTy 1.011
20 a0 .99 2.273 5420 14.380 158 REFy 1.00C
85 a5 994 2.205 5 555 14,245 153 RES 2991
90 a0 J996 2.143 56749 14121 149 2395 90:
= qF 997 2 NAR R 792 14 MNA 14K/ A3 974 ~
£ >
Twao zample b Mean1 = 41.5 Mean2 =51.4 5071 =171 SD2 =11.0 Alpha=.05 Tail==2
Computational option: W ariance iz estimated [t-test]
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Our chart will look like the following:

|l SamplePower - [Graph] E]|

s File Modify Graph Wiew Help =
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Two sample t-test
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ANOVA:

In order to conduct an analysis for a one-way ANOVA
1) Click the ANOVA tab.
2) Select Oneway analysis of variance.
3) Click OK.



1 SamplePower - [Procedures]

BE[X]

4. File Help

I
o
X

Means | Proportions | Corelations | AMOWA

a)

Orneway analyziz of variance

Oreway analyziz of covariance

Factonial analyziz of varnance [2 factors]
Factanial analyziz of covariance [2 factors]

Factonial analyziz of varnance [3 factorz]

el el iellielle

Factanial analyziz of covariance [3 factors]

Regrezzion

| General |

Oreway analyziz of varnance

acrossz the five districts.

A regearcher iz planning to draw samples of students in five school
diztrictz, hawve them take the PSAT. and compare the mean zcores.

Her hypothesiz iz that the mean score in the population iz not identical

Cloze |
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Using the information from Dr. Gebotys’ One Way ANOVA handout (Chapter 14 of notes) we can run a power analysis for the

examEIe with three levels of crime, with three observations ger treatment.

».. File ©Options Tools Wiew Help ﬂﬂﬂ

= Hl& T v = E sl s8] %D 07|

Interactive Guide

welcome

Thiz interactive guide will lead wou through the steps For computing
pover and precizion.

To mowve this box use the title bar above.

To cloze or reactivate thiz panel, zelect Help from the menu.

| 'I Sarmpl



1)
2)
3)
4)

First enter the variance within cell on the left hand side, 1.81 or MSE.
Next change the N of cases per cell to 3.

Change the Label for Factor A to “‘Crime.’
Now you will notice that the number of levels needs to be changed. You can fix this by clicking on the number shown under

the number of levels column. This will bring up the following screen.



A samptePower -pavovA; =2

4. Fil=  Options Tools  Wiew Help

BEIES
= H & v =2 e [

Enter Bange ] Enter Means

Break & Enter
Robbery
b anzlaughter

Compute

Welcome

Thiz interactive guide will lead pou through the steps for computing
power and precizion.

To mowve thiz box use the title bar abowve.

To close or reactivate thiz panel, select Help from the menu.




5)
6)

7)
8)
9)

The first thing you will do is change the number of categories in this factor to 3.

Then you are able to choose one of 4 ways to calculate the effect size: enter f, SD, Range, or Means. Here we will enter the
means, which are 38.5, 40.3, and 41.83.

Now, click the yellow compute f button.

Click the blue register f button.

You will now be back out at the main screen. Here you can use the binocular icon in the top toolbar to calculate the number of
participants needed per group to reach a power of .8 (happens to be 4 people per group). Or you can use the graph icon to
create the following graph of power. Or click the table icon for a table of values.



The table for this example will look like the following:

SamplePower - [Table - AMOVA] 0 ||
L Power - [T =
4. File Modify Graph  View Help -5 x
EEES D =l wE B <o 447

Power az a Funchion of Sample Size
For Analysis of Yariance

M per cell Fowser

O | W0 OO0 |~ [T [T | e | LD D

—

Crime, [=1.012 Levels= 3 Alpha=05 Tailz=2
Fower computations: Mon-central F
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The chart for this example will look like the following:

|JL SamplePower - [Graph] E]|

».. File Modify Graph Formak Wiew Help =
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X

Power as a Function of Sample Size
Oneway analysis of variance
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Number of cases per cell
Crime, = 1.012 Levels= 3 Alpha=.05 Tails=2
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You can also create a report by clicking the ‘Make Report’ icon:

'L samplePower - [Report - ANOVA] MEX]
- | O X

s Fil= Edit Miew Help =

=E S h = ke s 2

Power for {Mzk=reportif the null hypothesis

This power analysis is for a oneway fixed effects analysis of variance with 3 levels. The study will include 3

C d1
a total of 9 cases. srman |

The criterion for significance (alpha) has been set at 0.05. The analysis of variance is non-directional (i.e. two-tailed) which
means that an effect in either direction will be interpreted.

Main effects

Crime will include 3 levels, with 3 cases per level. The effect size (fiis 1.01, which yields power of 0.54.

MNotes

Power computations: Mon-central F
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Two-Way ANOVA:

Now if we run through the example from the two-way ANOVA handout (Chapter 16 notes) we will do the following.
1) Click on the ANOVA tab and select Factorial analysis of variance (2 factors).

|JL SamplePower - [Procedures]

1. File Help

==&
- |5 X

Means | Proportions | Comrelations | ANOWYA Regression
() Oneway analysiz of varance
() Oreway analpsiz of covarance
(@ Factorial analysis of wariance [2 factars]

Factarial analysis of covariance [2 factors]

Factorial analysis of vanance [3 factors]

100

Factorial analysiz of covanance [3 factors]

General

Cancel

Drefault

Factonal analpszis of vanance [2 factors]

A pzpchiatrizt will azzigning schizophrenics to treatments using a 2:3
deszigh: Dosage iz [a] low or [b)] standard, while counzeling of familp
memberz is [a) minimal [b] monthly or [c] weekly,

She will be looking at a meazure of family zatigfaction, which is
expected to vary az a function of theze factors and the interaction
bebweesn the Factors.

Cloze |
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2) Click OK.

3) Change the N cases per cell to 2.

4) Enter the variance within cell, assume 42.29 = MSE.

5) Change the name of factor A to ‘Crime.’

6) Click on the number of cases factor A.

7) Change the number to 3.

8) Enter the necessary information. Means, 46.87, 59.25, and 78.25.

9) Click the yellow compute f button. Click the blue register f button.

10) Now back at the main screen change the name of factor B to ‘Age’ and click on the number of cases factor B.
11) Change the number to 4.

12) Enter information into the means tab. Means, 53, 67.83, 51.16, and 73.83.
13) Click the yellow compute f button. Click the blue register f button.

14) Lastly, for the interaction click the medium effect size, .25.



Now if we click the table icon on the top toolbar we will get the following table.

[1 SamplePower - [Table - ANOVA] -2 /E3
s File  Modify  Graph  Wiew Help — = x
=& 0 =]kl B <[> 44| ?]

Power as a Funchion of Sample Size and Effect Size
For Analyziz of YWariance

Crirne Age Crime ® Age

M per cell f=1.98 f=1.483 f=.25

Lewvelz= 3 Levelz= 4 di= &
2
3
4
5
E
¥
g
9
10

Factors az zhown Alpha=05 Tailz=2
Power computations: Mon-central F
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Our chart will look like the following:

|,IL SamplePower - [Graph] E]|
». File Modify Graph Format Wiew Help — | &5 x
& T v=ldlwk B 2
_ake raph . .
P5%ET™hs a Function of Effect Size and N
Factorial analysis of variance
1.0
n.a
- 0.6
g # Crime =1.98 Levels= 3
o
O gy / / Age =1.48 Levels= 4
/ / Crime x Age =25 df= B
0.2 ’_'/_____,..-__.
—l-l-'-—-'-_-'-_
0.0
1 3 a ¥ 9
NMumber of cases per cell
Factors as shown Alpha=.05 Tails=2
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If we run the report function we get the following:

|4 SamplePower - [Report - ANOVA] =23
- 0 X

4. File Edit View Help

= d & m vI=E R B el

Power for {"==rcotf the null hypothesis

This power analysis is fora 3 x 4 fixed effects analysis of variance. The study will include 2 cases per cell i
. Cornmarnd1
design, for a total of 24 cases.

The criterion for significance (alpha) has been set at 0.05. The analysis of variance i1s non-directional {i.e. two-tailed) which
means that an effect in either direction will be interpreted.

Main effects

Crime will include 3 levels, with 8 cases perlevel. The effect size (f) is 1.938, which yields power of 1.00.
Age will include 4 levels, with B cases per level. The effect size {f) is 1.48, which yields power of 099
Interactions

Crime x Age. The effect size (f) is 0.25, which yields power of 0.03.

Notes

Fower computations: Mon-central F
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Correlation:

In order to conduct a correlation analysis click on the correlation tab and select one sample test that correlation = 0.

0

|l SamplePower - [Procedures] E]|

s File Help

Meanz | Proportions | Correlations | aMOWa | Regression | General |

Cancel
(8 One sample test that conelation = 0

D efault

() One zample test that corelation = specific value

() Two zample test that correlations are equal

One zample test that correlation = 0

B, rezarcher iz planning to study the comrrelation betveeen number of
hiowurs of driver training class and number of traffic citations owver the
firzt fiwe pears of driving.

He expects that the comrmrelation iz negative. The null hypothesiz =
that the correlation iz zero.

Cloze |
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Click Ok.

Now we will pretend that we are interested in the correlation between the number of hours spent watching television and the number
of violent behaviours exhibited by children.

We will assume based on the previous literature that the population correlation is moderate at .30. We will also assume that we will
be able to recruit 50 children to take part in our study.

Below we can see that with a sample of 50 children our power would only be 59%.

If we click on the binocular icon in the top toolbar we can see that in order to reach a power of 80% we would need 82 children to take
part in our study.



1 SamplePower - [ One-sample correlation]

3. File  Options  Tools  View  Help

= E & D [v == o]

#|=| B|H %O 7

=J=es
=

[Find M For power of 50% |

Population M of Standard 95%

Correlation Cazes Error Lower Upper

Population

BEE =t

Alpha= 0.05, Tails= 2

The program dizplays power

Far the given effect zize [population r= 0.30, tested against a constant
of 0.00), sample size [ 50], and alpha [0.05, 2-tailed], power iz 0.59.

Thiz means that 53% of studies would be expected to pield a zignificant
effect, rejecting the null hypotheszis that the population correlation is
Q.00

Help < Back e
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Our table would look like the following.

ll Sampleﬁ'uwer - ﬁahle - One-sample correlation] =
3. File  Modify Graph View Help — | &
=E& T vislJue Bl <> 4+ 7

Power az a Function of Sample Size
Cormrelation in one zample verzus a constant
k1] Power
10 142
20 265
30 384
40 492
50 5ar
G0 .BEB
70 Far
a0 793
a0 839
100 BYE
110 905
120 927
130 945
140 959
150 9E9
160 977
170 983
180 987
190 991
200 993 [ﬂ
Correlation = 0.3 ws conzstant of 0.0 Alpha=05 T ailz=2
Power computation: Fizher 2 approximation [when null=0, exact farmula iz uzed)

mﬂ @ windows Medi... n @ Sample Power .., ll SamplePower -, .. @ ik e, vl mg 2] g& “E 747 PM




Our chart would look like this:

|J_ SamplePower - [Graph] E]|
4. File  Modify Graph Formak  Wiew  Help - a3 =
e n vslcwE = 2

—~uvwel as a Function of Sample Size
One sample correlation
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Regression:

In order to conduct a regression analysis click on the regression tab and select the appropriate option, in this case we will be using “Set
A, Set B, and interaction.’

|L SamplePower - [Procedures] E]l
- | 5| =

.. Fil=  Help

Means | Proportions | Correlations | aMO%4 | Regression General |
() One =et of predictors
() Set of covarates followed by zet of predictors
(@ Seti, Set B, and inkeraction

Folynomial regresszion

Cowariates followwed by dumny coded wariable O

10

Set s, Set B, and interaction

& phwzician wants to look at the impact of treatment
[Orugl ADrug2/Placebo] on T-Cell counts.

He planz to enter T-Cellz at bazeline az a cowvariate [SET-1] folloveed
by treatrnent, which will be entered as twa zetz [Dumnny code for
Dirug-1 we placebo. and Durmmy code for Drug-2 we Placebo).

Clo=ze |
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Click Ok.

Now, using the small social work data set as our example we will enter our first set as age and age squared (so 2 variables in the set)
and we will assume that this accounts for 10% of the variance. Our second set will be years of experience (so only 1 variable) and we
will assume that it accounts for 5% of the variance. Our interaction set will consist of gender X managerial status (so 2 variables in
the set) and we will assume that it accounts for 15% of the variance. Finally, we will need to adjust the number of cases to 250 and set
the box in the bottom right hand corner of the screen to start with set 1 and end with set 3.



1 SamplePower - [ Multiple regression]
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Make graph

Increment to B-Squared
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Murmber Increment to Poweer for Curmulative Cumulative Power for
“Warable Varablez in R-Squared  Increment Mumber R-Square  Cumulative
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Our chart will look like the following:

|l SamplePower - [Graph] E]|
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