Association Rules in Data Mining |

s Association Rules show relationships
(not inherent in the data) between data items

s Example:
purchase product A =» purchase product B

» Different from functional dependencies

= Association Rules do not represent causality or
correlation

= Association Rules detect common usage of items
s Database = set of transactions, each involving items
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Association Rules in Data Mining Il

= Association rules are frequently used with the
market-basket data model.

= A market basket corresponds to the sets of items a
consumer purchases during one visit to a supermarket.

= The set of items purchased by customers is known as an
itemset.

= An association rule AR is of the form X=>Y, where
X ={X{, X5, .c.., X, and Y ={y,,¥,, ...., Yt are sets of
items, with x; and y; being distinct items for all 1 and all |.

= This AR (also noted LHS => RHS) states that:
If the customer buys X, they are also likely to buy Y.

s The itemset of this AR Is LHS U RHS

= Interesting association rules are measured by their
support and confidence.
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Association Rules Confidence and Support

= Denote an AR by LHS => RHS
= Support:

= The support of an AR is the percentage of transactions that
contain all of the items in the itemset, LHS U RHS.

= It refers to how frequently the specific itemset LHS U RHS
occurs in the database.

= |f the support is low, this means that there is no overwhelming
evidence that items in LHS U RHS occur together,
l.e LHS => RHS is not a plausible AR

» Confidence:

= The confidence of an AR is the conditional probability that the

items of RHS will be purchased when the items of the LHS are
purchased.

= It refers to how strong is the implication LHS => RHS
= Confidence is computed as

support(LHS U RHS) / support(LHS)

of all transactions containing LHS, how many contain RHS Slide 28. 3



Example

Transaction_id Time Iltems_bought
101 6:35 milk, bread, cookies, juice
792 7:38 milk, juice
1130 8:05 milk, eggs
1735 8:40 bread, cookies, coffee

m Consider the two ARs: milk => juice & bread => juice
m Their supports are: 50% and 25% resp.

m Their confidences are: 66.7% and 50% resp.

Goal of mining ARs:
generate ARs that exceed some user-specified support
and confidence thresholds
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Generating Association Rules

= A general 2-step algorithm for generating ARs:

1) Generate all itemsets that have a support exceeding
the given threshold.
ltemsets with this property are called
large or frequent itemsets.
2) Generate rules for each large itemset as follows:
1) For alarge itemset X and Y a subsetof X,letZ=X-Y

2) If support(X)/Support(Z) > minimum confidence,
then the rule Z=>Y (i.e. X-Y=>Y) Is a valid rule.
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Association Rule Complexity

s Generating rules from large itemsets Is “easy”

= Discovering large itemsets is “hard”
(m items, 2"m itemsets, binomial theorem, exponentiality)

= Two properties are used to reduce the combinatorial search
space for AR generation.
= Downward Closure

= A subset of a large itemset must also be large
(l.e. subsets of large itemsets exceed minimum support)

= Anti-monotonicity

= A superset of a small itemset is also small.
(i.e. the itemset does not have sufficient support to be considered
for rule generation, extensions of small itemsets are small)
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Generating Association Rules:
The Apriori Algorithm

= The Apriori algorithm was the first algorithm
used to generate association rules.

= The Apriori algorithm uses the general 2-step
algorithm for creating association rules together
with downward closure and anti-monotonicity.

Slide 28- 7



puy

SUOIJRUTULId) [1JUN

L+ Y =Y98]

ana = uoneururd) uayy Aydwa st g g

L

T 03 Idquuaw Jey) ppe uay) sutw =< 19 jo raquiawu e 10§ y1oddns ay Ji
(17 Jo spquidw yoes 10y 110ddns a1 a3ndwiod pue aouo aseqeiep ay) uedg v

7 ur saeadde y az1s jo 19sqns 1942
1B} UONS SWaL [+) 3soyl ') Jo Sjuawad se 1apIsuod Ajuo ‘uonippe uj

o5

(war duo £q s19swanr-y yuanbaxy Surpuayxa Apandapas Aq sjaswai-( T+Y)
Eu:g: 2JepIpUEd SULIO] SIY)) fUOWIWOD Ul SWa)l [—¥ aAey jey) Jo
sIoquiawr Suruiquiod Aq ‘19 gaswani-([+y) juanbaiy ayeprpued ayy aear) 7

-9S[E] = uoneuIuLa)
T Jasuwrai-|

yuanbaiy oy sawodaq
surwr =< (‘1)310ddns araym 'H woay 1 Surureiuod swan JO 12sqns Ay, ‘¢

e Gl st 30198 9yl aq [[im 1D 9aswa- 1 Juanbaiy ajepipued sy 7

‘((‘1)3umoo ‘st yeyy) ur sieadde it way
1B} SuOnOBSULI) JO IdqUINU Iy UNUNOd pue 0U0 aseqeiep ay) Juruueds
s oy B G W [ENPIAIPUT Y2 10§ wi/(‘1)iunod = (‘1)110ddns anduron

[+ A[Iqepeal 19115q 10] paraquunu a1k sjuswale)s 1o sdays ./ urdag
I g <y fsyaswant juanbaag anding

‘U JO UOTIDRIJ B SB PAIUIS
-oadar ‘sunw y1oddns winwiruiw e pue 4 ‘suondesuen w jo aseqeiec] ndug

Slide 28- 8



Transaction_id
101
792
1130
1735

Time
6:35
7:38
8:05
8:40

ltems_bought

milk, bread, cookies, juice
milk, juice

milk, eggs

bread, cookies, coffee



run the APRIORI algorithm:
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